Tracking unstable steady states and periodic orbits of oscillatory and chaotic electrochemical systems using delayed feedback control
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Experimental results are presented on successful application of delayed-feedback control algorithms for tracking unstable steady states and periodic orbits of electrochemical dissolution systems. Time-delay autosynchronization and delay optimization with a descent gradient method were applied for stationary states and periodic orbits, respectively. These tracking algorithms are utilized in constructing experimental bifurcation diagrams of the studied electrochemical systems in which Hopf, saddle-node, saddle-loop, and period-doubling bifurcations take place. © 2006 American Institute of Physics. [DOI: 10.1063/1.2219702]

Identification of equilibrium and nonequilibrium states as a function of external parameters and exploration of how these states are attained from different initial conditions are fundamental in characterizing the behavior of nonlinear dynamical systems. With these “passive” observations, however, direct information can be obtained from the stable states only. Indirect information on unstable states could be obtained by studying how the stable states are approached and how they are changed upon varying external parameters. With the application of control techniques, however, direct experimental information on unstable states also become attainable. In this paper, we use an efficient control technique, the time delayed feedback, to locate unstable steady states and periodic orbits in electrochemical systems as a control parameter, the circuit potential, is varied. We show how this information can be applied to gain insight into the dynamics of complex chemical reactions.

I. INTRODUCTION

Controlling dynamical systems has been the subject of intense investigations in nonlinear dynamics. Dynamical aspects of control include stabilization of unstable steady states and periodic orbits and creation of complex dynamical behaviors that do not exist without control. Counterintuitively, chaotic systems are excellent choices for control as small perturbations can have profound effects on the dynamics due to large sensitivity to initial conditions. 1–3 Feedback type control methods for stabilizing unstable periodic orbits (UPOs) of chaotic systems are based on classical control theory 4 and usually classified by the character of control perturbations. The extent of perturbations can be calculated discretely in the OGY-based methods (“pole placement”) 5 or continuously in the delayed-feedback methods. 6 There are successful implementations in a wide variety of chemical systems for both types of control methodologies; delayed-feedback techniques with trial-and-error control parameters are usually easier to implement 7–11 but the OGY-based techniques provide control formula with explicit control constants. 12–16

Important goals in nonlinear dynamics are to find the location of stable and unstable steady states and periodic orbits in the bifurcation diagrams and to investigate the properties of these states as some parameters are changed. In numerical studies the problem is formalized in terms of continuation: once a solution of a dynamical system is known for a set of parameters, the solution can be constructed as a function of the parameters. In experiments, the continuation of states are called tracking. 17 Once control of an unstable state is attained at a given bifurcation parameter, the problem of tracking involves the correction of constants in the control law so that the control loop always finds the unstable state. 18 Experiments with tracking in physical systems were done with electronic circuits, 19 diode resonators, 20 laser systems, 21,22 driven (brass 23 or magnetoelastic 24) ribbons and pendulum. 25 Most of these applications are based on the prediction-correction-type modification of OGY-based chaos control methods. 17

For chemical and biological systems, however, experiments are lacking probably due to the complex calculations that are required in the tracking procedures. To simplify the procedure, an OGY-method based algorithm, the simple proportional feedback (SPF) can be used for control 14,26 and tracking. 27 In the chaotic Belousov-Zhabotinsky (BZ) reaction, 28 tracking of unstable periodic orbits was carried out as the mean residence time was slowly varied in a continuously-fed stirred tank reactor. General application of this method is troublesome 29 in chemical systems. Although chaotic behavior can be represented by one-dimensional return maps in many chemical systems (e.g., in the BZ reaction, 30 electrochemical systems, 31 pH oscillators, 32 combustion reactions, 15 and biochemical systems 33), the perturbation of a control parameter can increase the dimensionality of the system. Methods do exist to overcome this
problem, however, the tracking algorithms become complicated again.

In this paper, we investigate efficient tracking procedures based on the delayed-feedback control algorithm. We present experimental results on application of the delayed-feedback method for tracking unstable steady states and periodic orbits. Tracking of unstable steady states is carried out in the Ni-sulfuric acid electrochemical system; this system can exhibit various (Hopf, saddle-node, and saddle-loop) bifurcations. We use tracking algorithms to construct experimental bifurcation diagrams. Tracking of unstable periodic orbits is carried out in the chaotic copper-phosphoric acid electrochemical system to explore the underlying dynamical features of the chaotic behavior.

II. EXPERIMENT

Experiments were performed in a standard three-electrode electrochemical cell equipped with a Radelkis OH-933P saturated calomel electrode as reference, and a Radelkis OH-9437 Pt-sheet counterelectrode (area 5 cm²). In the Ni-sulfuric acid (4.5 mol/dm³) system the working electrode was a Ni wire (99.99%+, Aldrich, diameter 1 mm) embedded in epoxy. In the experiments with copper (99.99%, diameter 5 mm) in phosphoric acid electrolyte (85%, Spektrum-3D) a rod was embedded in epoxy and fit onto a rotating disk. The electrodes were polished with a series of sandpapers. The cell contained 70 cm³ electrolyte, and was thermostated at −5 °C and 10 °C in the experiments with copper and nickel, respectively, with the Lauda RMB thermostat. The cell was connected to a computer controlled potentiostat (Elektroflex EF451) through a series resistor R. The potential between the working and reference electrodes was set with a resolution of 0.1 and 0.02 mV, respectively, for simple potentiostatic and control experiments. Current was measured with an accuracy of 0.001 mA with the ammeter built in the potentiostat. Sampling frequencies of 200 Hz were applied for data acquisition.

III. DELAYED-FEEDBACK METHODS FOR TRACKING PROCEDURES

The delayed-feedback control technique imposes a perturbation onto a system parameter δV(t) proportional to the difference between a state variable, i(t), and its value with a time delay, i(t−τ),

\[ \delta V(t) = K(i(t) - i(t - \tau)), \]

where K is the control gain. It is often possible to stabilize an UPO that has a period of τ with appropriate control gain. When the target dynamics is an unstable steady state τ can be chosen to be a small value close to zero. It was found that the simple feedback given by Eq. (1) is not capable of stabilizing an unstable object with arbitrary eigenvalues (or Floquet exponent).

An extended time-delay autosynchronization (ETDAS) method was proposed to circumvent this problem by extending the feedback formula [Eq. (1)] with terms of larger delays,

\[ \delta V(t) = K \left[ i(t) - (1 - r) \sum_{k=1}^{\infty} r^{k-1} i(t - k\tau) \right], \]

where control parameter −1 ≤ r < 1 regulates the weight of information from the past. The limit of r→0 corresponds to simple delayed feedback; highly unstable orbits can be stabilized with r→1. We note that δV(t) vanishes when an UPO is successfully stabilized since i(t)=i(t−kτ) for any k.

Tracking of unstable orbits can be achieved by continuously updating K, r, and τ as a response to changes in system parameters that affect the period and stability of the unstable orbits. Among these control parameters, τ is of the greatest importance. An analytical approximation of τ was obtained by calculating the frequency of the control signal. We apply an even simpler method by Yu and Chen; the algorithm is based on a gradient descent search for an optimized value of τ. An error function E(t) is defined as

\[ E(t) = \frac{1}{n} \sum_{n=1}^{n} [i(t - l\delta t) - i(t - l\delta t - \tau)]^2, \]

where δt is the data acquisition interval and n is the total number of data used for E(t). The gradient can be obtained as

\[ \frac{\partial E(t)}{\partial \tau} = \frac{2}{n} \sum_{n=1}^{n} [i(t - l\delta t) - i(t - l\delta t - \tau)] \frac{\partial i(t - l\delta t - \tau)}{\partial \tau}. \]

The period can be adjusted by

\[ \tau_{m+1} = \tau_m - \beta \frac{\partial E(t)}{\partial \tau}, \]

where β determines the convergence rate. Note that the adjustment of τ is not required for tracking unstable steady states (USS) since in this case an appropriate, small constant value can be applied.

IV. TRACKING UNSTABLE STEADY STATES IN OSCILLATORY ELECTRODISSOLUTION OF NICKEL

Potentiostatic electrodissolution of nickel exhibits oscillations and bistability depending on experimental conditions such as circuit potential (V), external resistance (R), concentration of the electrolyte (c), etc. This system was classified as an electrochemical oscillator with a Hidden-Negative-Differential Resistance (H-NDR). Our goal is to track the unstable steady states resulting from a supercritical Hopf bifurcation and explore the important dynamical features of the system as a function of V at various values of R.

Tracking of USSs by the delayed-feedback technique requires proper choice of K and τ or K, τ, and r in Eq. (1) or Eq. (2), respectively. Oscillatory electrodissolution of Ni in sulfuric acid can be controlled with both simple time-delay feedback [Eq. (1)] and ETDAS [Eq. (2)] methods. Successful control experiments are shown in Fig. 1; the EDTAS method [Fig. 1(b)] provides a more robust way for control; the target state is reached in a shorter period and the perturbations are smaller. We note that after control was turned off the system always returned to the oscillatory state and thus no hysteresis was observed in these experiments.
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Both methods were tested for tracking unstable steady states; in these experiments, control is attempted with slow linear variation of the circuit potential $V$ at four different external resistances in the range of $100 \Omega \leq R \leq 300 \Omega$. For tracking, the simple delayed feedback method was found to perform poorly; it failed to stabilize the unstable steady states at large circuit potentials and resistance values. Bifurcation diagrams obtained with the ETDAS method are presented in Fig. 2. The “traditional” bifurcation diagrams (showing stable behavior with upward and downward scans) are overlayed with the position of the tracked unstable steady state. Independent impedance analysis was carried out without an external resistance connected to the cell. This analysis is capable of predicting Hopf and saddle-node bifurcation points at different $R$ by measuring the impedance characteristics of the cell at $R \to 0$; the predicted bifurcations points are also shown.

At $R=150 \Omega$ [Fig. 2(a)] the steady state is unstable between $V=1560 \text{ mV}$ and $V=1650 \text{ mV}$. However, using the tracking algorithm, the unstable steady state can be stabilized in this region. Impedance analysis indicates that the stability losses are through Hopf bifurcations. The current drops to a low value at $V=1750 \text{ mV}$. The impedance analysis confirmed that the upper steady state is destroyed through a saddle-node bifurcation at this potential. During the backward scan of $V$ the low-current (passive) state was always found to be stable until another saddle-node bifurcation at $V=1660 \text{ mV}$. We also estimated the position of the saddle by connecting the two saddle-node bifurcation points [dashed line in Fig. 2(a)]. Our attempts to track the saddle-point with EDTAS—in accordance with a theoretical proof57—were unsuccessful; approximate locations of these saddle states were recently confirmed with an adaptive controller.58

![FIG. 1. Stabilizing steady state in oscillatory electrodissolution of Ni in sulfuric acid. (a) Simple delayed-feedback algorithm [$K=40 \text{ mV/mA}$, $\tau=0.3 \text{ s}$ in Eq. (1)]. (b) Extended delayed-feedback algorithm [in Eq. (2) $K=187 \text{ mV/mA}$, $\tau=0.15 \text{ s}$, $r=0.7$, and the maximum value of $\xi$ is 9]. Current (left axis) and potential perturbation (right axis) vs time for an interval when the control was switched on and off. $V=1.590 \text{ V}$, $R=200 \Omega$.](image1)

![FIG. 2. Experimental bifurcation diagrams of the Ni-sulfuric acid electrodissolution system showing the minima and the maxima of the current oscillations (solid circles) and the steady states stabilized by the extended delayed-feedback tracking algorithm (line) vs circuit potential at different external resistors. (a) $R=150 \Omega$; (b) $R=200 \Omega$; (c) $R=250 \Omega$; (d) $R=300 \Omega$. The H and SN symbols denote the Hopf and saddle-node bifurcation points predicted by impedance spectroscopy. Dashed line represents the estimated position of the saddle points assuming a “traditional” Z-shaped bifurcation diagram. The scanning rate of the potential variation was $1 \text{ mV/s}$. Control parameters in Eq. (2): $\tau=0.15 \text{ s}$, $r=0.7$, and $K=163 \text{ mV/mA}$ in panel (a) and $K=187 \text{ mV/mA}$ in panels (b)–(d).](image2)
At a somewhat larger resistance, $R=200 \, \Omega$ [Fig. 2(b)], the bifurcation diagram shows that oscillations have larger amplitudes; at about $V=1710$ mV the limit cycle and the predicted position of the saddle point approach each other. At $R=250 \, \Omega$ [Fig. 2(c)] these tendencies continue; finally, at $R=300 \, \Omega$, the limit cycle and the saddle point coincides, and oscillations cease abruptly at $V=1775$ mV [Fig. 2(d)]. The homoclinic nature of the bifurcation is further evidenced by the linear variation of the period as a function of the logarithmic distance from the bifurcation point.37 Right before the saddle-loop bifurcation the minima of oscillations are rather scattered implying that complex dynamics may arise due to homoclinic chaos. In several experiments chaotic-like temporal variation of the current was observed, however, the reproducibility was rather poor. [By further increasing the resistance ($R=350 \, \Omega$) this complex dynamic was not observed; with $R>300 \, \Omega$, however, the EDTAS algorithm failed to control the system with control parameters similar to those at lower resistances.] With the tracking procedure it is possible to stabilize the upper steady state above the homoclinic bifurcation. [Above the upper Hopf bifurcation point ($V=1780$ mV) the steady state is stable and the control algorithm could be turned off.] This upper steady state is destroyed at a relatively large potential ($V=1850$ mV) with a saddle-node bifurcation ($V=1850$ mV).

The observed bifurcation scenarios can be better represented in reconstructed phase-space diagrams (Fig. 3) at $R=300 \, \Omega$. By increasing the potential the upper steady state [Fig. 3(a)] loses its stability and a stable limit-cycle appears around the unstable focus [Fig. 3(b)]; the size of the limit cycle increases with increasing potential [Fig. 3(c)]. A saddle-node bifurcation occurs in the low current region at about $V=1.676$ V [Fig. 3(d)]; above this potential the saddle point slowly approaches the limit cycle [Figs. 3(e) and 3(f)]. After the collision of the saddle and the limit cycle [$V=1.774$ V, Fig. 3(g)] the saddle point approaches the upper steady state that is now stable [Fig. 3(h)]. After the collision of the saddle and the node at a $V=1.841$ V [Fig. 3(i)] only the lower steady state can be observed in Fig. 3(j).

**V. TRACKING UNSTABLE PERIODIC ORBITS IN CHAOTIC COPPER ELECTRODISSOLUTION**

Anodic electrodissolution of copper in phosphoric acid electrolyte exhibits chaotic current oscillations.59 We use this experimental system to test the efficiency of the tracking procedure with time-delayed feedback control.

A successful control of period-1 unstable orbit is shown in Fig. 4(a) using delayed feedback control. Before control perturbation is switched on ($t<30$ s) the system exhibits low-dimensional chaotic current oscillations.15 After control is turned on [i.e., the circuit potential is perturbed according to Eq. (1)], periodic oscillations are observed. The control constant $\tau$ was chosen to be the approximate period of oscillations ($\tau=0.85$ s) while the control gain $K$ was adjusted to achieve optimal performance. The control is very robust; there is no need to apply EDTAS. However, the control perturbations do not vanish completely. Similar nonvanishing perturbations were also seen in other experimental reports.9,11 Theoretical analysis proved49 that such nonvanishing, periodic perturbations are due to the incorrect values of the control parameters $K$ and $\tau$. The asymmetric nature of the oscillating feedback signal is likely due to the asymmetric waveform of the oscillating current. The power spectrum

---

**FIG. 3.** Reconstructed phase space of the Ni-sulfuric acid system at $R=300 \, \Omega$ [corresponding to Fig. 2(d)] obtained at various circuit potentials: (a) 1.565 V; (b) 1.575 V; (c) 1.660 V; (d) 1.676 V; (e) 1.680 V; (f) 1.746 V; (g) 1.774 V; (h) 1.788 V; (i) 1.841 V; (j) 1.848 V; (k) 1.856 V. Solid (hollow) circles: upper (lower) steady states. The solid and open diamonds represent the stable lower and the unstable saddle points, respectively. ×: saddle-node points; solid curve: limit-cycle oscillations.
of the chaotic oscillations (from independent experiments) is shown in Fig. 4(b); the spectrum exhibits a maximum at $\nu_{p1}=0.990$ Hz; occurrence of peaks in power spectrum is characteristic of phase coherent chaotic behavior and can be considered as an approximation of the frequency of unstable periodic orbits.

The value of the control constant $\tau$ can be optimized by using the gradient descent method. After successful control is achieved, the error gradient is evaluated using Eq. (4) and an improvement of $\tau$ is automatically calculated with Eq. (5). Stepwise improvements of $\tau$ at about every two oscillatory periods during a control procedure are shown in Figs. 4(c) and 4(d). As $\tau$ increases to a limiting value of 0.980 s [Fig. 4(c)], the size of control perturbations decrease [Fig. 4(d)]. Control becomes more robust as well since stabilized oscillations show less variations in the amplitude. These experimental results suggest that the gradient descent method dramatically improves control performance by auto-

FIG. 4. Controlling chaotic electro-dissolution of Cu in phosphoric acid solution. (a) The time series of the current (left axis) and the potential perturbations (right axis). Delayed-feedback technique with $K=4$ mV/mA and $\tau=0.850$ s in Eq. (1) is applied between the arrows. (b) Power spectrum of a time series of chaotic current oscillations. The frequency of the period-1 orbit can be estimated from the strong peak at $\nu_{p1}=0.99$ Hz. (c) Stabilizing the unstable period-1 orbit using the delayed-feedback algorithm [Eq. (1) $K=4$ mV/mA] with corrections to the period, $\tau$ [Eq. (5), $\beta=5$ and $n=400$]. The time series of the current (top, left axis) and the potential perturbations (top, right axis) as the period $\tau$ is adjusted every 2 s. (d) The adjusted period $\tau$ as a function of time. The initial estimate of the period was $\tau=0.85$ s, the same value as used in panel (a). The horizontal dashed line (bottom) represents the period of the unstable orbit estimated from the Fourier spectrum [panel (b)]. Rotation rate: 1540 rpm, $V=557$ mV, and $R=69$ $\Omega$.

FIG. 5. Tracking unstable period-1 and period-2 orbits in chaotic Cu dissolution in phosphoric acid. (a) Bifurcation diagram showing the maxima and minima of the stable (solid circle) and tracked unstable period-1 (open circle) oscillations. (b) The period of the stabilized orbit obtained using the iterative algorithm [Eq. (5)] with $K=4$ mV/mA, $\beta=5$, $n=200$ [in Eqs. (1) and (5)]. Rotation rate: 1530 rpm, $R=70$ $\Omega$. (c) Bifurcation diagram showing the maxima and minima of the stable (solid circle), tracked unstable period-1 (open circle), and the unstable period-2 (open triangle) oscillations. (d) The period of the stabilized orbits vs circuit potential. For tracking period-1 orbits: $K=4$ mV/mA, $\beta=5$, $n=200$; for period-2: $K=3$ mV/mA, $\beta=5$, $n=200$. Rotation rate: 1500 rpm, $R=69$ $\Omega$. The scan rate of the circuit potential during the tracking is 0.02 mV/s.
matically setting the value of the control constant $\tau$.

The gradient descent method requires a trial-and-error procedure to adjust the convergence rate $\beta$. If the convergence rate is too small the procedure cannot follow fast changes of $\tau$. Conversely, if the convergence rate is too large, the iteration may result in overshooting the period of the unstable periodic orbit, and occasionally, no convergence could be reached. Since reliable evaluation of the error function requires at least one oscillation ($\approx 200$ data points in our setup) we typically used $200-400$ data points (about 1–2 cycles) for calculation of the gradient with a convergence rate of $\beta=5$.

Without switching the control on, steady-state—period-1 — period-2 — period-4 — chaos — period-4 — period-2 — period-1 bifurcation structure can be observed as the potential is varied in the bifurcation diagram in Fig. 5(a). Using the delayed feedback control with autosetting time delay, the unstable period-1 orbit can be traced through a period doubling cascade. The determined period, shown in Fig. 5(b), strongly depends on the bifurcation parameter, the circuit potential; it increases from about 0.8 to 1.7 s. Note that the period-1 orbit was successfully traced in the entire bifurcation diagram covering the stability loss of the period-1 orbit.

Similar experiments were carried out to track both the unstable period-2 and period-1 orbits in consecutive experiments. Figure 5(c) shows the maxima and minima of current oscillations of the uncontrolled system, the tracked period-1, and period-2 orbits. In these experiments a relatively small range of circuit potential is investigated that spans mainly over the chaotic region. The period of the unstable period-2 orbit ($T_P^2$) shown in Fig. 5(d) is always greater than twice the period of the period-1 orbit ($T_P^1$). Obviously, if ($T_P^2$) were nearly equal to ($2T_P^1$) for some $V$, the tracking would be extremely difficult exposing a limitation on the applicability of algorithm.

VI. DISCUSSION

Traditional experimental studies of nonlinear systems typically relies on observation of stable dynamical behaviors. In low-dimensional systems, limited information on the possible bifurcations can be obtained by analyzing the properties of stable behavior, for example, observing changes in period and amplitude of oscillations as the bifurcation point is approached. However, visualization of unstable states and identification of bifurcation carries valuable information that is typically obtained in models numerically or theoretically.

We applied the delayed feedback tracking algorithm for stabilizing unstable steady states in the nickel electrodissolution system. Complementary impedance spectroscopy was applied to identify local bifurcation points of steady states. The combination of the two approaches enabled us to construct an experimental bifurcation diagram for Ni electrodissolution in the parameter space of the circuit potential and external resistance. We successfully identified the local Hopf and saddle-node bifurcation points; visualization of limit cycles and a (predicted) position of the saddle point showed a global homoclinic (saddle-loop) bifurcation.

Unstable period-1 and period-2 orbits were tracked through a period-doubling cascade during the electrodissolution of Cu in phosphoric acid electrolyte. The applied method is much simpler than the SPF method applied earlier.\textsuperscript{28} It does not require complex calculations, it is easy to implement, and the application of delayed-feedback control techniques provide a robust control. As a result of simplicity, the method neither requires nor provides the Floquet exponent of the unstable orbit. On the other hand, when the value of the exponent is required for an application, either the SPF-based (or more generally OGY-based) tracking algorithm should be preferred or the method must be extended with an eigenvalue calculator module.\textsuperscript{30–62}

Construction of bifurcation diagrams, done by the tracking method proposed in this paper, can aid the classification and categorization\textsuperscript{53–65} of oscillatory systems. In homogeneous oscillatory chemical reactions, for example, bifurcation diagrams were found to be useful for exploring skeletal reaction mechanism, the connectivity of reaction networks, and the role of essential species.\textsuperscript{56}

From a technological point of view, states that possess economically favorable properties could be attained with tracking. The stability region of a multimode laser was extended with the tracking algorithm.\textsuperscript{22} In the nickel dissolution system studied here, the high current (large chemical reaction rate) state could be stabilized in a potential region where, without control, the electrode would be passive. The stable parts of the bifurcation diagrams obtained with nickel electrodissolution exhibit many similarities to those of formic acid electro-oxidation on platinum electrode.\textsuperscript{67} It is likely that the unstable stationary states with large currents exist (similar to the nickel system) at large overpotentials in formic acid oxidation; the inhibition of the electrocatalytic surface due to CO adsorption could be overcome with the proposed tracking algorithm. The simplicity and robustness of the tracking method tested here could thus find applications in many other nonlinear dynamical systems for the purpose of construction of experimental bifurcation diagrams and tracing unstable states of fundamental or technological importance.
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